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Gaussian process (GP) models form a new, emergimglementary method for nonlinear system identi-
fication. The GP model is a probabilistic nonparaiiodlack-box model. It differs from most of théher
frequently used black-box identification approacasst does not try to approximate the modeledesyst

by fitting the parameters of the selected basistfans, but rather searches for the relationshipragn
measured data. Gaussian processes models areycllagtd to approaches such as Support Vector Ma-
chines, and specially Relevance Vector Machinesg&tause GP model is a Bayesian model, the output
of Gaussian process model is a normal distributiexpressed in terms of mean and variance. Meare val
represents the most likely output and the variaacebe viewed as the measure of its confidence. Ob-
tained variance, which depends on amount of availahining data, is important information distingfu

ing the GP models from other non-bayesian meth@tissian process can be used for model identifica-
tion when data are heavily corrupted with noise when there are outliers or gaps in the trainiaig.d
Another useful attribute of the GP model is thegiaibty to include various kinds of prior knowleeg

into the model, e.g. local models, static charastfer etc.

A noticeable drawback of the system identificatiath Gaussian process models is computation time
necessary for modeling. Gaussian process regreissiolves several matrix computations which load
increases with the third power of the number ahtr data, such as matrix inversion and the catauh
of the log-determinant of used covariance matrhisTTomputational greed restricts the number afitra
ing data, to at most a few thousand cases.

This limitation precludes usage of GP models fonynaeal applications, usually dynamic systems, wher
the amount of data constantly rises. In these c#sesbility of online learning of GP models withn-
stant time of an update is needed. This could h&aed with maintenance of a set of the most inferm
tive data. The size of a set should be small endligthan update could be completed before new data
arrives. In many cases new data is much more irapotihan old data. In these cases the featuregéto
ting old data is used.
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